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Background

* Graduation: M. Sc. degree cum laude in Computer
Engineering in July 2017

* Currently working in the COMICS research group under the
supervision of Prof. Antonio Pescape

* Fellowship type: “PON Dottorati Innovativi”

e Collaborations:

Saint Louis University (USA)
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Credit summary

Credits year 1

Credits year 2

Credits year 3
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Experience abroad

* 6-months as visiting scholar in collaboration with the
Computer Science Department and Pathology Department
(School of Medicine) of Saint Louis University (USA)

 Working on telepathology appllcatlons
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Multimedia and telemedicine applications

= Requirements
High bandwidth

- Measured via Active and Passive approaches
Low latency

s Novel scenarios
- Mobile and cloud infrastructures

Mobile network ()IﬂT@‘? & BAMING:
bandwidth ‘
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Cloud computing for latency and bandwidth
sensitive applications

* Cloud computing adoption allows to
+ reduce costs
+ dynamically adapt to user demands
+ provide innovative services

* but implies limited visibility into network performance
- unknown bandwidth and packet loss

- increased latency
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Mobile network infrastructure for latency and
bandwidth sensitive applications

e Mobile cloud computing can

+ tackle storage, computational and battery constraints of mobile devices and support
innovative applications

e but mobile networks are characterized by
= constrained bandwidth
= high variability, impacted by mobility
- Only 54% of mobile traffic expected to be from higher speed 5G infrastructures by

2026 9 < - )
’ féa—

— Latency and bandwidth require proper monitoring methodologies in this scenario
— Need for open research testbeds, testing real network environments
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Research activities

e Design and evaluation of network-level monitoring methodologies for

latency and bandwidth sensitive applications in mobile scenarios
= Available bandwidth estimation in mobile broadband networks (MBB) via
active [C1] and passive (SDN-based) [C2] techniques in real scenarios
= Design of an SDN controller migration protocol [C4]
e Analysis of network performance of public cloud providers
s User-perceived latency towards commercial cloud providers from distributed
nodes [C3, J2]
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Active bandwidth estimation in MBB (1/3) [C1]

= MONROE EU testbed for MBB (3G/4G) network

m Active bandwidth evaluation: D-ITG and Yaz

= 4 countries and 4 Mobile Network Operators tested
s 30+ days experimental campaign

Mobile network
bandwidth
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Active bandwidth estimation in MBB (2/3) [C1]

1

5.0 |
0.8} ﬂi7jrﬂ 12.5 1 ﬂ% é
10.0 1 i i
0.6} {0 ri ¢
7.5 froneeeed fotek
IR 1|

0.4} Italy 50-& ’&I\\%% 'ﬁ\ﬁ’
Spain
0.2} Sweden 25 TT T ITT TTT T TT
J—/,E Norway 0.0 -
20 |

|
OO

CDF
Mbps

40 oMW U1 ~JO0W e e DO
OO IS 00 F=pD

Achievable throughput [Mbps] Hour of the day

m Assessing throughput variability over space and time

—  Bandwidth depends on country/operator,
time of the day
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Active bandwidth estimation in MBB (3/3) [C1]
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SDN-based bandwidth estimation in MBB (1/2) [C2]

MON ROE

= Evaluation of SDN-based passive bandwidth
estimation technique in MBB
= Collecting traffic volume counters (V) from switches V. _ :
over time and estimating bandwidth (B) B; = — — = '
. . . . . Ti — Ti—l ATl
= Timestamping (T) impacts estimation accuracy
= Local and remote controller deployment
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SDN-based bandwidth estimation in MBB (2/2) [C2]

= Accuracy evaluation of bandwidth 0.1 Mbps cross-traffic

=l
o

estimates (relative error) X o
= Different polling periods S 295 e
D) o
and cross-traffic rates 2 0.0 % % s
= g o
T —25f o
4
—  Mean error is low even in the most =071 3 5 1)
demanding cases Polling period [g] ¢
50 Mbps cross-traffic
5.0

| | [T

N
ot

t

+

|
N
o

AT relative error [%)
o)
(-}

05 1 2 5 10
Polling period [s]

|
o
o

e
iINFORMATION tECHNOLOGY Fa b | 0] Pa | um bo 13

eLECTRICALEeNGINEERING




SDN controller migration (1/2) [C4]
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SDN controller migration (2/2) [C4]

= Evaluating migration time according to

background traffic rate L _ — @
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Cloud-to-user latency monitoring (1/3) [C3, J2]
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Cloud-to-user latency monitoring (2/3) [C3, J2]
PlanetLab- '

Worldwide testbed for network measurements

Cloud-to-user latency (C2U) evaluation

2 providers in 4 regions
amazon Q8 Azre

25 source nodes across the

world

Different protocols at different

layers of the stack tested
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Cloud-to-user latency monitoring (3/3) [C3, J2]
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C2U latency application scenarios [C3, J2]

= Leveraging C2U latency measurements to detect R ]
anomalous events e
= Using previously collected samples as baseline —
to detect anomalies R -

—  Detecting anomalies and helping
troubleshooting

= Assessing the advantages of multi-cloud - 70
deployments i 562:

= Evaluating the improvement in the ideal case, ) :zg
considering the best provider at each instant - zoiéé

—  Non-negligible improvement if switching \: n

provider over-time
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Final remarks

s Latency and bandwidth are crucial for modern applications,
including multimedia and healthcare ones

s Focus on Cloud and Mobile scenarios

s Proper monitoring methodologies are needed to assess these
metrics

s Current infrastructures can support demanding applications with
careful monitoring and management
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Thank you for your attention

Fabio Palumbo
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