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ldentifying threats in a

Motivation

1)Email is the most used channel
for making cyber attacks.

2)Email attacks are the primary
infection vector in 78% of

cyber espionage incidents.
3)(Spear) Phishing, (CEO)

financial fraud and malware
propagation with emails are
increasing in number and in
malignance (51.8 billions of
monetary losses in USA in 2019).

guidelines on how to design effective awareness campaigns
The life cycle of a spam email in the company
@
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Dataset collected:
»21.932 real spam
email

Users report the spam
they recognize, which is
stored in a special

5% of
spam is

forwarded -’&& repository, to conduct

large company’s inbox

Context and challenges

1) People increasingly publish personal information, typically used
to make email attacks trustworthy and captivating.

2) Email attacks are very sophisticated and mingle with a lot of
noise (marketing, advertising, errors, newsletters, sex photos etc.).
3) In large companies, the number of employees who may fall
victim of phishing or download malware is considerable.

4) The number of  cowrsmmpens |

spam emails, among [wmemmams

which the attacks are
hidden, is huge!!

Count
7,878,141
201,162
8,079,303
1,458,656

Message Types
- Single threat messages:
Multiple threat messages:
Total Threat Messages:
[ ] Clean messages:

Total Messages: 9,537,959

DD4~

lean Text

— Near)e,sth:l‘éighburs (0.96)
 Linar SVM (0.84)
=~ RBF SVM (0.98)

" —— Decision Tree {0.93)

—»— Random Forest (0.99)

—&— AdaBoost (0.94)

0.95

0.90

—e— Precision

—s— Precision
—— Recall

Naive Bayes (0.82)
—— Recall

e “~o /7 Feature set design N
,/ IDEA : highlighting “the needle in the haystack” *, /  Feature rationale: have a discriminating power to verify two \I
,' vl » A system that analyses spam “: necessary conditions as long as a security incident occurs I
l | Emai | emails and on the basis of technical, 1 »The recipient is deceived by the email :
\ /
: e ~___aispamiter  Visual and cognitive properties, :: »The “payload” of deception is not trivial [
I g o . . . I et oo Text |
, P i S determ.lnes W-hICh of them requires [ 1. fll set of features ( e oo B = ,
I | eman ) [ Spam ) defensive action to prevent security, comorises 79 features J ' s '
! L N breaches. (ideally, acts automatically) ! P @ :
| == e - Y Y/ grouped in 8 feature field: Bl . e mw :
Ry > A framework that collects :: 1)General; 2)Content; 3)View; 1, - . @%» e
/ \ ; : H . .
([ tmnocuous | [ criical [ otentia secuity spam emails and the actionsof 1, 4)Contet_view; 5)Subject; ;
Tl B incident  security analysts. g TV ke !
| N AN 1, 6)Attachments; 7)Links; _ _ :
| Use of data collected to train supervised machine learning models, I\ 8)Other NOV?' features caIcuIatloQ ‘_N'th /
I obtaining automatic classifiers to support analysts and specific R Optical Character Recognition /
| I ‘
I
|
I
|
I
|
I
|

= ()

|55% spam

|::> m in-depth analysis

Anti-Spam Filters Mail Server

»>3.931 of them have
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Manual Inspection

The knowledge ‘
gained is fed back to
better tune the spam

filters
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Machine Learning
estimates the impact
of the spam email

Reports received
from users were

=, used to recognize

| security incidents
.~ that occurred on
other targets that

created a security
incident or at least

required a defensive
/)

action to prevent

False Positive Rate

The best ML algorithms
are Random Forest and
Support Vector
Machine (RBF Kernel)

Performance achieved
F1-Score: 94,8%
Recall: 93.4%
Precision: 96.3%

Num. Features

Selecting the best
36 features is

enough to capture

the problem!
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had not reported
spam

future infections. .7
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I’Contacts
1 Email: luigi.gallo3@unina.it
' Telephone: +39 335-791-9892
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’ Future steps

experiment with 40.000+ people is in roadmap)
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» Better understand the phenomenon of phishing using the results from the feature ranking evaluation process, in order to design an
awareness campaign to train company employees on the specific cognitive vulnerabilities they have shown in the data (an empirical large

» Testing the robustness of the model in adversarial environments (Evasion and Poisoning attacks). Answer to the following question: given a
phishing email that has obtained a high success rate (i.e. has very good chances of misleading a human), if we perturb a little the features
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such that it is no longer considered relevant by the automatic classifier, does it keep its effectiveness on human minds?
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