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Publications

Cilardo, A., Gagliardi, M. and Donnarumma, C., 2016, November. A Configurable
Shared Scratchpad Memory for GPU-like Processors. In International Conference
on P2P, Parallel, Grid, Cloud and Internet Computing.

Cilardo, A., Gagliardi, M. and Passaretti, D., 2017, November. NoC-Based Thread
Synchronization in a Custom Manycore System. In International Conference on
P2P, Parallel, Grid, Cloud and Internet Computing.

Gagliardi, M., Fusella, E. and Cilardo, A., 2018, July. Improving Deep Learning with
a customizable GPU-like FPGA-based accelerator. In 2018 14th Conference on Ph.
D. Research in Microelectronics and Electronics (PRIME).

Zoni, D., Cremona, L., Cilardo, A., Gagliardi, M. and Fornaciari, W., 2018.
PowerTap: All-digital power meter modeling for run-time power monitoring.
Microprocessors and Microsystems.

Cilardo, A., Gagliardi, M., Scotti, V. Lightweight hardware support for selective
coherence in heterogeneous manycore accelerators. In 2019 Conference on
Design, Automation and Test (DATE).




Experience abroad

* Internship in the architecture research group at Arm Ltd, Cambridge UK,
from 05/06/2017 to 17/11/2017

— Topic: Develop and maintain models and/or prototypes in support of
Arm-based research enablement and in close collaboration with internal
stakeholders. Main topic of interest: SoC design and FPGA Prototyping,
Simulation and Modelling and 10T and Cloud Computing.

— Contribution: “Cortex-M-based SoC Design and Prototyping using Arm
DesignStart”” whitepaper
(https://developer.arm.com/research/research-enablement)

arm
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Heterogeneous Computing (1/2)

) Shared Virtual Memory i

Problems:
— Power wall, memory wall, ILP wall

CPU | CPU

Cache Coherency

— Disruption of the rising of clock frequency CPU CPU Preemptive

. Context Switch

Solutions:
— Multicore processors

— Many Core system

— Heterogeneous platforms, systems made of different computational units, with specialized accelerators that
complement general purpose CPUs, such as DSPs, GPUs, co-processors, enabling significant benefits in terms
of both power and performance

New paradigms: -

— NoC-based interconnection infrastructure e o v s W s
— GPGPU model and GPU-like cores = =0 [E0ED) [

GPU-like paradigm:

—  Match recent trends o EEE . EEE o EEED oGS o EEE o

FB FB FB FB FB FB

— alsoincluding FPGA and SoC manufacturers

— Enable higher power-efficiency

— Provide an effective answer to programmability issues

— support for high-level languages and models, like OpenCL

Mirko Gagliardi




Heterogeneous Computing (2/2)

e Programmability Issue: | Shared Virtusl Memory |
. CPU | CPU
— Programmers can only choose proprietary parallel Cache Coherency )

CPU | CPU
GPU ‘
e Shared Memory in heterogenous platforms:

— At the current state, parallel software developers are forced to manage main memory within their own application programs,
and all data movement between host memory and device memory must be managed by the programmer

programming languages (e.g. CUDA) CPU CPU Preempis
Context Switch

—  Existing programming toolkits have either been
limited to a single product family

— Anideal heterogenous computing model should allow programmers

to create applications capable of using accelerators, with data
movement between the host and accelerator implicit

— Hardware coherence can offer a transparent view of the system to
the final user

e Open Challenges:

— Enabling a deeper customization of architectures to

applications will eventually lead to computation efficiency
— NoC-based architectures and GPGPU paradigms
pose new challenges

— Traditional solutions do not suit heterogeneity

— Required further exploration

Mirko Gagliardi
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Related Works (1/2)

e Balasubramanian, Raghuraman, et al. "Enabling GPGPU low-level hardware
explorations with MIAOW: an open-source RTL implementation of a GPGPU." ACM

TACO.
* Explores GPGPU and many-core L,
paradigms starting from the canonical S Ulga-thre:ded el
. . ispatcher o
GPU organization. & z Fetch Decode Schedule
DE_ > [ cu cull| &[>
* Investigates parallelism at the core | C'U CIU \ § - ¢ ¢ ¢
. = =
level: L gy p— Vector ALU || Scalar
LSU
— SIMD, VLIW, TLP i cu Integer+FP || ALU
REnE R —
O T
* Poses new types of research o0 v vy
i ) i = & L2 Cache Vector General | |goaiar
exploration simulation-based. 02 m LDS Purpose Che
4T Registers (VGPR)

Memory Controller> [_] Memory [:lLogic B F
(a) GPU Architecture (b) Compute Unit
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Related Works (2/3)

« Ovtcharov, Kalin, et al. "Accelerating deep convolutional neural networks
using specialized hardware." Microsoft Research Whitepaper 2.11 (2015).

» Microsoft Catapult Project

~+ Explores heterogeneity and

['.. T '. - = ! - -
- U Network switch (top of rack, cluster] hardware customization
ﬁ*’ |inn| —— FPGA - switch link — CPUs + FPGAs
- b s £ FPGAacceleration board — improving BING search engine
i & .
/ TS . —— NIC-FPGA link
."I I". -Téﬁ m- ~— Z-socket CPU server 2-socket server blade
[
[\ .
B S W Datacenter hw acceleration plane
ToR  TOR T A A S o A LT A S ST
i B 8 i LF L AR ff/f’/’_.,:".r"_/'.r".—'f

L " Deepneural

FaLr
e A R e it Expensie
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e
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Related Works (3/3)

Lee, Yunsup, et al. "Exploring the tradeoffs between programmability and efficiency
in data-parallel accelerators." ACM SIGARCH Computer Architecture News. Vol. 39. No.
3. ACM, 2011.

Lee, Yunsup, et al. "A 45nm 1.3 GHz 16.7 double-precision GFLOPS/W RISC-V
processor with vector accelerators.” European Solid State Circuits Conference
(ESSCIRC), ESSCIRC 2014-40th. |EEE, 2014,

Bush, Jeff, et al. "Nyami: a synthesizable GPU architectural model for general-purpose
and graphics-specific workloads." Performance Analysis of Systems and Software
(ISPASS), 2015 IEEE International Symposium on. IEEE, 2015.

Al-Dujaili, Abdullah, et al. "Guppy: A GPU-like soft-core processor." Field-
Programmable Technology (FPT), 2012 International Conference on. |IEEE, 2012.

Andryc, Kevin, Murtaza Merchant, and Russell Tessier. "FlexGrip: A soft GPGPU for
FPGAs." Field-Programmable Technology (FPT), 2013 International Conference on. |IEEE,
2013.




MANGO project

e  MANGO: exploring Manycore Architectures for Next-
GeneratiOn HPC systems

e MANGO project
— NoC-based manycore architecture . . . . . .
- s e S = E
* Project Goals: ECAE T

— Investigate the architectural implications of the emerging
requirements of HPC applications.

=
- Aiming at the definition of new-generation high-performance, M A N C—J O

power-efficient, deeply heterogeneous architecture.

— Achieve extreme resource efficiency in future QoS-sensitive HPC 1 N
through ambitious cross-boundary architecture exploration. Il esilil

Horizon 2020
European Union funding

European |
for Research & Innovation

e Approach: Commission

— Explore new many-core architectures specifically targeted at HPC.

— Involving interrelated mechanisms at various architectural levels:
— heterogeneous computing cores
— memory architecture
—  interconnect
—  runtime resource management
power monitoring and cooling

Mirko Gagliardi 11




Methodology

* Future many-cores require exploration over new infrastructures typical of this novel
paradigm (such as NoCs and sparse directories).

* This work leverages on a baseline heterogeneous platform to evaluate novel solutions
proposed.

* This full-system enables us to better understand application-specific requirements through
hardware customization, and also to evaluate the proposed solutions on a real system,
running significant kernels extracted from typical workloads.

* We started with an exploration phase using significative application classes, such as deep

learning-based algorithms, running on our baseline platform.
* |dentified bottlenecks and possible improvements, focusing on coherence- and NoC-related aspects.

* Each proposed solution has been integrated on both software and hardware levels in our

baseline heterogeneous platform for validating and testing them in a real system.
* Such approach also captures realistic results, implementation issues, and pitfalls not possible with typical
simulation-based evaluation methods.




Nu+ Baseline Exploration Architecture

e Evaluation Platfrom:
— Exploration phase and results are carried out from a baseline
Heterogeneous system in line with modern trends

e High Parallelism
— Multiple tiles interconnected

through a mesh network ecre
—  GPU-like core with a LLVM-based -

toolchain NETWORK INTERFACE }

DIRECTORY |
e NoC-based i

SYNCHRONIZATION
— Hardware message passing support r e I

TILE
NU+

TILE

NLU

TILE
NU+

TILE
WU+

TILE
MU+

MEMORY CONTROLLER

Y

‘— ROUTER

— Extendable Virtual Channel
— Native support to directory-based
coherence protocols.

e Coherence subsystem:
— Hardware directory-based coherence support
— Provides a coherence-independent interface to the accelerator

Mirko Gagliardi
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Nu+ Core Overview

RISC Core

- In-order pipeline =2 semplified control, thread switching to mask latencies
- Parametrization ——-> thread number, hardware lane number, ...
—  Custom ISA

CacHe CONTROLLER

Multithread support
— Each thread with its own PC
— N hardware lane shared among all threads

= Resourse sharing

THREAD SCHEDULER

Vecror:

ReGisTER FiLE

InstRucTIon CACHE

INsTRUCTION FETCH

I
j
|
i

|

£ |

High Parallelism i |

— Scalar and Vectorial o o i I B T |
— Each thread has its own registers o _L .

— 64 bit support (Integer and Floating Point)
= N 32 bit registers or N/2 64 bit registers

THreaD PooL
[ec]

Variable latency operator support

— SPM has a variable latency
— Advance Writeback: automatic structural hazard detection
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Exploration Phase (1/2)

Explored how customization impacts yln] = x|n] - k[n| = E x|n| - kln — k|
performance. ' k
. . for(row = 0; row < M; row++)
Using a deep learning kernel as a case study for(col = 0; col < M; col++)
for(krow = 0; krow < K; krow++)

for(kcol = 0; kcol < K; kcol++)
ylrow] [col] += k[krow] [kcol] =*
x[row + krow][col + kcoll;

Evaluated different hardware configurations of
our baseline platform.

Identified major features, such as
— Selective coherence
— Parallel synchronization mechanism

InstRucTion Feren

[1] investigates the adoption of different

architectural features, i.e. SIMD paradigm,
multithreading, and non-coherent on-chip
memories for Deep Learning -

HREaD Pooy

[1] Gagliardi, Mirko, Edoardo Fusella, and Alessandro Cilardo. "Improving Deep Learning with
a customizable GPU-like FPGA-based accelerator." 2018 14th Conference on Ph. D. Research
in Microelectronics and Electronics (PRIME). IEEE, 2018.
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Exploration Phase (2/2)

* The speedup achieved using * Speedup over single-thread implementation when
scratchpad memory varying the number of threads and SIMD support
21'00 B filter sizes:
_ g T
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Customizable Shared Scratchpad Memory

lu?(]

g Q|» > |&
* Selective coherence can increase performance. : l l l
Address Remapping Unit

® |2|e
- IO

* Proposed a novel scratchpad memory, based on the 8 [8[8[®
NVIDIA model, with a configurable bank remapping v YY

Serialization Logic

system to reduce bank conflicts
8 |8 og 2 |z2|e
* The experimental results showed the performance o R A =31 3
implications with different configurations Input Interconnect
g 8. g 8 2 |8
e and demonstrated the benefits of both using: —X P
Bank _ Bank Bank
— A customizable hardware bank remapping function B-1 1 0
— A non-coherent memories for some kind of algorithms. - {— g g
Y
Output Interconnect
: e
A r
Collector Unit

nog
3
nog
S Sre—
%nog
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Results: application-driven customization

Matrix Multiplication results.

Remapping factor

e Hardware application-driven parameterization B~

oRemap 1 2 4 8

— Each application has an ideal hardware configuration 16 262146 131072 262146 262146 262146

— E.g. same kernels do not need cache coherence e 2. . - el
— In this case a coherent cache is not needed 4 ;2 ?2(1)‘7*2 g g g 8
— A non coherent scratchpad memory has less hardware overhead 512 0 0 0 0 0
1024 0 0 0 0 0

16 183505 131073 183505 183505 183505

e [2] explores hardware ad hoc customization beneficts. We 2 =B § oo eI
describe how a configurable non-coherent memory affects § 128 1855 0 0 0 0
performance and how different parallel kernels require different D Dow 9 % & O
configurations 04 0 0 0 0 0

16 109230 91756 109230 109230 109230

. . . . 32 109230 32768 65538 91756 109230

e Main findings: 64 109230 O 0 32768 65538
— A configurabile non coherent scratchpad memory presented -2 - A
— Parameterization highly affects performance 0 & B 2 |

— Hardware optimization (Bank Remapping) 6 61696 5825 61696 61696 6169

= A typically software optimization has been realized in hardware 32 59768 32769 45878 34615 59768

* Faster than software version o 2 D le 2100 e

o o 32 128 59768 0 0 0 16384

=  Minimum overhead and high impact 256 54615 0 0 0 0
512 45878 0 0 0 0
1024 32769 0 0 0 0

[2] Cilardo Alessandro, Gagliardi Mirko, Donnarumma Ciro, "A Configurable Shared Scratchpad Memory for GPU-like Processors." International
Conference on P2P, Parallel, Grid, Cloud and Internet Computing. Springer International Publishing, 2016.
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Distributed Thread Synchronization

 The adoption of a distributed and NoC- == el FEl il TR R e

based synchronization mechanism has g ! 2 3 4 5 6 7
been explored. 1 = | = : : i :

e Atthe heart of the proposed approach .cowmmesgnaso ([l |l1l ||
. o . . account message(dSC) 1 y— "
is a customizable and distributed ; A TS
. . . . rebease messageld) 1 P i .
synchronization master inspired by the - - 1 : ; P
directory-based coherence protocol. ﬂ m] = |
rebease message|ld) 1 1 : T i 1:
* The proposed architecture can support m Hj] I[H
multiple synchronizations for different , i 5
application kernels running @ @ — - — - — - — — — — — — — — — — — — — .
Concurrently' Execution D Execution of Threads Id : Barrier Id
s . Synchronization Core in the Tile 5 Tile Source
— Essential in parallel architecture and non- C : Counter’s value

coherent scenarios Single Thread's

Execution Flow . Waiting

— Release Meszage
—» Account Message

— Hardware messages, no main memory access
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Results: distributed thread synchronization

[3] explores the proposed distributed
synchronization mechanism

NoC Size Centralized Distributed

The first experiment ) 34 31
runs a single barrier which involves all Ax9 A7 45
processing cores instantiated in the Al 7q) 31
manycore, comparing the approach based g4 150 153
on a centralized synchronization master
with our distributed solution.
The proposed architecture supports NoC Size Centralized Distributed
multiple barrier synchronizations 55D 31 21
being executed simultaneously on different  ;_, 35 39
subsets of cores. Ased 378 30

* The experiment synchronizes all the subsets, 8xcA 16.1 30

running the maximum number of supported

barriers.

[3] Cilardo, Alessandro, Mirko Gagliardi, and Daniele Passaretti. "NoC-Based Thread Synchronization in a Custom Manycore System." International

Conference on P2P, Parallel, Grid, Cloud and Internet Computing. Springer, Cham, 2017.

Mirko Gagliardi
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Selective coherence in many-cores (1/2)

* Extending the non-coherent scratchpad paradigm to a directory-based coherence
system

* Hardware coherence helps programmers, simplifying the programming model:
— Overhead due non required coherence maintenance (non-shared memory blocks)

E REGION HIT/MISS
* Proposed a coherence i - E 1
) -LIKE ACCELERATOR R e — Z p z
subsystem with non-coherent 2| oo Recisrers 2|~ g
8 e 2 3y
block support : g |2 L £ 8
ReGioN TaBLE 9 i Recion TAGs U
S | E JV & —
* Extention of the baseline - N
coherence system: N SR
* Cache Controller
« Non-coherent regions o o Cacre
SPARSE DIRECTORY CONTROLLER WAINTING
ta b I e CONTROLLER DaTa
* MSI protocol extended i P
‘EE xE 2} DatA FROM
LLC
NETWORK INTERFACE - NoC RouTer

I REPLACEMENT/
(]) EvicTion
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Selective coherence in many-cores (2/2)

* [4] proposed an advanced coherence subsystem with a selective coherence
maintenance system which allows coherence to be deactivated for blocks that do

not requiring it.

* Experimental results showed that the use of a hybrid coherent and non-coherent
architectural mechanism along with an extended coherence protocol can
enhance performance.

[4] Alessandro Cilardo, Mirko Gagliardi, Vincenzo Scotti. “Lightweight hardware support for selective coherence in heterogeneous manycore
accelerators” DATE 2019 conference, ongoing peer review.
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Results: selective coherence support (1/2)

* Selective non-coherece benefits the overall number of messages flowing over the
network-on-chip (Figure a)

* Hence, such a solution impacts on the overall dynamic power consumption of the
networking instractructure (Figure b)

Non-Coherent
r 1051
-E:}hemnt
g 08 8
E =
= E
— o
E 06 Z
£ 04 =
: 2
=
) ity
= 0.2 8
— =
e o
[ [ 'F_'F 1 [ | ] ]
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Results: selective coherence support (2/2)

* Number of cycles for each kernel in coherent and non-coherent configurations
(Figure a)

e This solution greatly impacts the overall data miss count. Figure b shows the miss
count of the whole many-core featuring 8 accelerators

Non-Coherent

121 Al B Coveven

: 0 %n.a

=06 z

En.z Em I
%'%'@'@l@%ﬁJ ﬂgﬁ'ab'%'x$'¢b'@~'¢®;@“

a) b)
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Conclusions

This dissertation explored future heterogeneous architecture features and
requirements, exploiting customizability, and running kernel extracted from
modern HPC-based workloads.

The contributions of this dissertation are as follows:

*  First, this work explored how customization impacts performance, using a deep learning kernel as
a case study for evaluating different hardware configurations of our baseline platform, as well as
identifying major features, such as selective coherence, which might benefit many-core systems.

* Second, we presented a non-coherent scratchpad memory with a configurable bank remapping
system to reduce bank conflicts.

* Next, we demonstrated how a distributed synchronization master better suits many-cores than
standard centralized solutions.

* Finally, we proposed an advanced coherence subsystem, based on the sparse directory approach,
with a selective coherence maintenance system which allows coherence to be deactivated for
blocks that do not requiring it.

All the results of this dissertation carried out on a custom heterogeneous
system, developed in the framework of the MANGO H2020 project.

* Areal system captures realistic results, implementation issues, and pitfalls not possible with
typical simulation-based evaluation methods

* The open-source exploration platform comes along with the presented results as part of the
contributions of this dissertation




Future Works

All the proposed solutions rely on software builtins and programmer’s explicit
commands.

Future work could aim to ease the final user’s duty:
* making these mechanisms transparent to the final user, blending hardware
monitors and compiler ad-hoc extensions.
* It might give a standard programmer-friendly model, automatizing all the custom or target-
specific features.

In the case of the proposed coherence subsystem, such a mechanism could allow the
compiler to automatically map specific memory blocks into the non-coherent memory
space

* Asaresult the programmer would be totally unaware of the non-coherent mechanisms.

Finally, further investigation in the context of heterogeneous systems is required, to
exploit the full potential of modern mechanisms, such as selective coherence, and
application-driven hardware customizability




Impact

During the MANGO project, the baseline
GPU-like core, enhanced with the
selective coherence subsystem and the
customizable scratchpad memory, has
been widely tested and validated by
successfully running complex
application, provided by the project’s
partners, in the context of biomedical
engineering.
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CacHe CONTROLLER

| THmeap ScrenULER OrErAND

INsTRUCTION FETCH

Now, the nu+ core has been integrated -
into the MANGO infrastructure

WRITEBACK

THreAD PooL

Being part of a sophisticated
heterogeneous system, running on a
FPGA-based cluster
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