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Idea
Architectural customization might play a key role in modern high-performance 
architectures, as it enables unprecedented levels of power-efficiency compared to 
traditional systems.

My research activity investigates manycore architecture exploration, the architectural requirements of 
emerging HPC applications and the most suitable power efficient and high-performance solutions. 

Manycore Era
High-performance architectures mostly rely on general-purpose compute units such as CPUs connected 
through a shared bus. Those solutions deliver adequate performance while ensuring programmability and 
application portability.  Unfortunately, they are affected by inherently limited power-efficiency and lack of 
scalability. 

Current trends in HPC are increasingly moving towards manycore based solutions. Such systems are based 
on a considerable number of lightweight cores typically connected through a Network-on-Chip (NoC), 
providing a scalable approach to the interconnection of parallel on-chip systems.

Distributed synchronizer
The adoption of a distributed and NoC-based synchronization mechanism has been explored. At the heart of the 
proposed  approach is a distributed synchronization master inspired by the directory-based coherence protocol. 

Manycore solutions exploration
Hardware remapping
We explored a hardware remapping mechanism solution which enhances memory accesses in multi-banked memory 
systems. The proposed architecture enables a dynamic bank remapping hardware mechanism:
• allowing data to be redistributed across banks according to the specific access pattern,
• minimizing the number of conflicts and thereby improving the ultimate performance of the application. 

Proof of concept
Two custom hardware IPs, namely an AES cipher and FPU, have been integrated in a SoC 
system based on Arm Cortex-M0 DesignStart project. Their performance are compared with a 
software version running on the Cortex-M0. The hardware overhead is less than 2% on the 
overall design.
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Open-source and customizable manycore system
The main objective of nu+ is to enable resource-efficient HPC based on special-purpose 
customized hardware. The nu+ manycore is a parameterizable regular mesh Network-on-Chip 
of configurable tile. Each nu+ tile has the same basic components, it provides a configurable 
GPU-like open-source softcore meant to be used as a configurable FPGA overlay.

Problem
Modern open-source solutions are 
SoC based and not fully 
parametrizable (e.g. fixed ISA). 

Results
Results show that hardware bank remapping mechanism drastically reduces bank conflicts, even with a limited 
number of banks, while adding little resource overhead compared to a solution relying on a large number of 
parallel banks.

Results
The centralized solution lacks scalability, even for small NoC configurations, and the final count is highly dependent
on the position of the synchronization master. Our approach requires the same clock count for the smallest NoC, 
but results in improved scalability as the NoC size is increased. 

Configurability:
• Number of cores
• Number of Threads
• Number of HW lane
• Number of Tiles

• Memory parameters
• Chace set-size and way
• ISA

Future Works:
• Explore scalable memory coherence solutions, such as hierarchical coherence.
• Explore distributed main memory solutions.
• Exploiting heterogeneity, in the current state the manycore is composed by equal tiles.
• Exploring non regular Network-on-Chip configurations.
• Automate the code partitioning among all tiles, allowing software users to be unaware of the underlying architecture.


