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1. NFV as a complex cloud infrastructure
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I’'m a member of Mobilab research group at DIETI — UNINA. | collaborated within a global leader company of TLC solutions in a
research project that aimed to evaluate reliability in Network Function Virtualization (NFV) infrastructures.
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Container-based virtualization technology Container-based characteristcs Container-based NFVI
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